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**What:** This paper introduces a new open source Python toolkit for algorithmic fairness

**How:** The main objectives of this toolkit are to help facilitate the transition of fairness research algorithms to use in an industrial setting and to provide a common framework for fairness researchers to share and evaluate algorithms.
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**What:** The paper considers how to use a sensitive attribute such as gender or race to maximize fairness and accuracy, assuming it is legal and ethical.

**How:** In this paper they explore decoupled classification systems, in which a separate classifier is trained on each group.

**Conclusion:** Experiments demonstrate that decoupling can reduce the loss on some datasets for some potentially sensitive features
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**What:** The authors present overviews of the research on discrimination in mortgage underwriting and pricing, the experiences of minority borrowers prior to and during the financial crisis, as well as discuss the history of legal cases alleging disparate treatment of minority borrowers.

**How:** By using the existing research and legal discussions as a background, they discuss and examine mortgage regulations as well as recent developments in the FinTech industry including machine learning.

**Conclusion:** The empirical evidence is clear that unexplained racial and ethnic differences in both mortgage underwriting and prices are relatively small when looking within lender and controlling for product attributes. Yet, race and ethnicity appear to play a role in determining mortgage market outcomes in the U.S. economy. The authors believe many factors, including information, attachment to financial markets, pre- application assistance levels and even shopping behavior contributed to the long-standing failure of prime qualified minority borrowers to access the conventional, conforming loan market.
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**What:** The authors investigate the “flat-world” hypothesis, which is the idea that globalization eventually leads to economic equality by analyzing crowdfinancing data, to see if it creates opportunities for the world’s poor.

**How:**The authors analyzed 600 000 peer-to-peer loans made to individual lenders in more than 220 countries to borrowers in 80 countries. They used regression analysis to predict bias in country-pair transactions based on variables such as GDP, geographical distance and so forth, checked for deviations of the co-country network of loans and checked the potential susceptibility of the network to shocks that could change the system’s ability potential for flatness.

**Conclusion:** The authors found continued and increased bias in an inter-country, peer-to-peer crowdfinancing network. The biases are reinforced and made stronger by the rapid growth of the platform itself (“rich gets richer” effect). However, by removing a few high-volume lenders or high-transaction links could cause the network’s flatness to increase significantly. In this way, the bias is directly linked with the dominance of a few big players.
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**What:** Algorithms are regularly used to decide whether defendants awaiting trial are too dangerous to be released. In some cases, black defendants are substantially more likely than white defendants to be incorrectly classified as high risk. To mitigate such disparities, several techniques have recently been proposed to achieve algorithmic fairness.

**How:** In this paper the authors reformulate algorithmic fairness as constrained optimization: the objective is to maximize public safety while satisfying formal fairness constraints designed to reduce racial disparities.

**Conclusion:** By analyzing data from Broward County, the authors find that optimizing for public safety yields stark racial disparities; conversely, satisfying past fairness definitions means releasing more high-risk defendants, adversely affecting public safety. And algorithms have the potential to improve the efficiency and equity of decisions, but their design and application raise complex questions for researchers and policymakers.
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